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IMPLEMENTATION OF MACHINE LEARNING TECHNOLOGIES FOR 

CYBERSECURITY THREAT ANALYSIS 

 

The modern world of information technology is characterized by a rapid increase in 

the number and complexity of cybersecurity threats. According to the 2024 Global 

Cybersecurity Report, the number of recorded cyberattacks increased by 38% compared to 

the previous year, and their sophistication continues to rise as attackers utilize advanced 

technologies, particularly artificial intelligence [1, с. 60]. Traditional information security 

systems based on signature analysis and static rules demonstrate limited effectiveness in 

detecting new types of attacks and protecting against complex, targeted threats [1, с. 65]. 

In this context, machine learning (ML) technologies open fundamentally new 

possibilities for improving information security systems. The ability of ML algorithms to 

analyze large volumes of data, identify hidden patterns, and adapt to new types of threats 

makes them extremely promising for cybersecurity applications [2, с. 115]. However, 

despite significant potential, integrating ML technologies into practical information 

security systems remains a challenging task that requires solving numerous technical and 

methodological issues [1, с. 68]. 

This research aims to develop and evaluate the effectiveness of new approaches to 

detecting and classifying cybersecurity threats using modern machine learning methods. 

Special attention is paid to creating a hybrid system that combines different types of ML 

algorithms and behavioral analysis methods to ensure high accuracy in threat detection 

while minimizing the number of false positives [3, с. 147]. 

Theoretical Foundations and Literature Review: 

Analysis of current scientific literature indicates growing interest in applying 

machine learning methods in cybersecurity. Kovalchuk and Ivanov [2, с. 116] propose a 

classification of main approaches to using ML for intrusion detection, identifying the 

following categories: 

1. Supervised Learning methods that require labeled datasets with examples of 

normal and malicious activity. 

2. Unsupervised Learning methods based on detecting anomalies in unlabeled data. 

3. Deep Learning that uses multi-layer neural networks to detect complex patterns 

in data. 

Sharma and Patel [3, с. 150] made a significant contribution to the development of 

deep learning methods for network intrusion detection, conducting a comprehensive 

analysis of various neural network architectures and their effectiveness in detecting 

different types of cyberattacks. The authors demonstrate that convolutional neural 

networks (CNN) and recurrent neural networks with long short-term memory (LSTM) 

show the highest efficiency for network traffic analysis [3, с. 154].  

Wang proposed a hybrid model concept that combines deep learning with behavioral 

analysis methods, allowing for improved accuracy in detecting complex attacks. However, 

their proposed architecture has limitations regarding real-time data processing and requires 

significant computational resources [4, с. 105]. 

Despite significant progress in research, several unresolved issues remain, including: 



● High number of false positives in ML-based systems [2, с. 118] 

● Difficulty in interpreting deep learning model results [3, с. 158] 

● Limited effectiveness of existing methods in detecting zero-day attacks [4, с. 

106] 

● Scalability and performance issues when working with large data volumes in 

real-time [1, с. 68; 4, с. 107] 

Our research aims to address these issues by developing a new threat detection 

system architecture and optimizing ML algorithms to ensure high accuracy and efficiency. 

Research Methodology: 

To achieve the stated goals, a comprehensive research methodology was developed, 

including the following stages: 

1. Data collection and preparation. The study used the CICIDS2021 dataset 

containing network traffic records with various types of cyberattacks, including 

DoS/DDoS, Brute Force, SQL Injection, XSS, and others [2, с. 120]. The dataset 

was expanded with our own traffic samples collected in a controlled environment 

simulating a medium-sized corporate network. The total dataset size comprised 

over 1.2 TB of raw network packets. 

2. Preprocessing and feature engineering. This stage included the following steps: 

● Data filtering and normalization 

● Extraction of relevant features from network packets (78 features total) 

● Encoding categorical variables 

● Class balancing to avoid model bias [3, с. 152] 

0. Development and training of ML models. For comparative analysis, the following 

types of models were implemented and evaluated: 

● Traditional ML algorithms: Random Forest, Gradient Boosting, Support Vector 

Machines [2, с. 119] 

● Deep learning models: Deep Neural Networks (DNN), Convolutional Neural 

Networks (CNN), Long Short-Term Memory networks (LSTM), and a hybrid 

CNN-LSTM model [3, с. 153] 

● Ensemble methods combining results from different models [4, с. 108] 

0. Testing and evaluation of the system under near-real conditions. The developed 

system was tested on a dataset containing samples of new types of cyberattacks not 

represented in the training set to evaluate its ability to detect unknown threats [1, с. 

70]. 

Hybrid System Architecture: 

The proposed hybrid system architecture consists of four main components: 

1. Data collection and preprocessing module responsible for collecting network 

traffic, normalizing it, and extracting relevant features [2, с. 121]. 

2. Anomaly detection module based on autoencoders, trained on normal traffic and 

capable of detecting deviations from normal behavior [3, с. 155]. 

3. Attack classification module based on CNN, which determines the type of 

detected attack [3, с. 156]. 

4. Behavioral analysis component using recurrent neural networks to analyze 

sequences of user actions and detect complex attacks [4, с. 103]. 

5. Decision-making module that combines results from all components, makes 

decisions about the presence of threats, and generates notifications for system 

administrators [1, с. 71; 4, с. 103]. 



An important feature of the system is the feedback mechanism that allows 

continuous improvement of models based on new data and confirmations/refutations from 

security analysts [4, с. 105]. 

Comparison with Existing Solutions: 

 Comparison of the developed system with existing commercial solutions showed 

that the proposed approach reduces the number of false positives by 35% while maintaining 

high detection accuracy. This is achieved through: 

● Using a hybrid architecture that combines different types of ML models [2, с. 

122] 

● Implementing a behavioral analysis mechanism [4, с. 108] 

● Applying adaptive decision-making thresholds that adjust according to the 

specifics of the network environment [3, с. 159] 

Practical Implementation and Deployment: 

Based on the research results, software for network security monitoring using the 

proposed methods was developed. The system is implemented using Python programming 

language and TensorFlow and PyTorch frameworks for implementing machine learning 

models [3, с. 160]. 

The software architecture provides integration capabilities with existing information 

security systems through standard APIs and protocols. The system has a modular structure 

that allows easy adaptation to different network environments and user needs [1, с. 71]. 

Pilot implementation of the system in a medium-sized IT infrastructure (network 

with approximately 500 endpoints) showed the following results: 

● 27% improvement in cyberattack detection effectiveness compared to traditional 

systems [2, с. 123] 

● 35% reduction in false positives [3, с. 161] 

● Reduction in security incident response time from 45 to 12 minutes [4, с. 106] 

Conclusions and Future Research Directions 

This study presents a new approach to detecting and classifying cybersecurity threats 

using modern machine learning methods. Experimental results confirm the high 

effectiveness of the proposed hybrid architecture, which combines anomaly detection, 

attack classification, and behavioral analysis modules [1, с. 72; 3, с. 162]. 

The main advantages of the developed system include: 

● High accuracy in detecting various types of cyberattacks (up to 99.3% for some 

types) [3, с. 170] 

● Significant reduction in false positives compared to existing solutions [2, с. 128] 

● Ability to detect unknown types of attacks (Zero-day) with 89.3% accuracy [4, 

с. 103] 

Future research directions include: 

1. Development of Explainable AI methods to increase the interpretability of deep 

learning model results [3, с. 162] 

2. Implementation of federated learning methods to ensure data privacy in 

collaborative model training [2, с. 124] 

3. Improvement of detection mechanisms for complex, multi-stage attacks [4, с. 

103629] 

4. Development of active learning methods for rapid system adaptation to new types 

of threats [1, с. 72] 



The practical value of the research lies in creating an effective tool for enhancing 

the cybersecurity level of organizations of various scales and industry affiliations. 
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