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I'BPUJJHA METOAOJIOI'ISI AHAJI3Y KOHTEHTY REDDIT:
NOEAHAHHS KIACUYHOI'O NLP TA TEHEPATUBHUX
MOJIEJIEM JIJIS1 Y3ATAJIBHEHHS TA BUSIBJIEHH S
TOHAJIBHOCTI

Awnaniz Reddit, six MacmTaOHOro IpKepena CyCHUIBHHX HAacTpOIB,
yCKIIaJHEHUH oOcsramu, NMHAMIYHICTIO Ta HECTPYKTYPOBAHICTIO JaHUX.
Tpagumiiiai METOAM HE3TATHI BHOPATHUCH 31 CKIIAIHICTIO MOBH, CapKa3MOM Ta
KOHTEKCTyaJbHUMH HIOAHCAMH TIPH CHpoOax BHABUTH TOHAIBHICTH UH
y3araJpHUTH JUCKYCIi, 0 BUMAarae HOBUX, FTHYYKHX METOJOJIOTIH aHami3y.

IcHytoui migxomu MaroTh cyTTeBi oOMexxeHHs. Kimacnuni metoau NLP,
taki sk cratuctnaanil aHamiz (TF-IDF) un nexcuKoH-OpieHTOBaHI IMiIX0An
JI0 TOHAIBHOCTI , €()eKTHBHI Ul BUABJICHHS YaCTOTHHUX 3aKOHOMiPHOCTEH,
aJle JCMOHCTPYIOTh HH3bKY TOYHICTH NP poOOTI 31 CKIATHUMU
CEMaHTUYHUMHM SIBUIAMU Ta HE3JaTHI 1O a0CTPaKTHOTO y3arajlbHEeHHs
auckyciid. 3 iHmoro Ooky, cydyacHi Benauki MoBHI moneni (LLM) uynoso
PO3YMIIOTh KOHTEKCT Ta MOXKYTh T€HEpYBaTH 3MICTOBHI pe3loMe, OJIHaK X
npsiMe 3aCTOCYBAaHHS IO BCHOI'O MAacHBY CHPHX JaHUX € OOYHCIIIOBAILHO
JIOPOTHM Ta MOXeE ITPU3BOIUTH 10 BTpaTh (PaKTHIHOI TOUHOCTI O3 HaeKHOT
" ToKa30BOI KaHBH'".

MeToro 1aHoi poOOTH € MPeICTaBICHHS TIOpUIHOT METOIOIOTIT aHai3y,
sKa BHUPIOIYE I[i MPOOJEMH NUIIXOM MOEIHAHHS CIJIBHHX CTOpiH 000X
i1X0/iB. 3aNpOIIOHOBAHUH aHAIITHYHUN KOHBEEP BUKOPHCTOBYE KIACHUHI
NLP-amroputMu amsi MIBUOKOI MOMEpeqHbOi 00poOKHM, (impTpamii Ta
BU/IJICHHSI KJIIOYOBUX CTaTUCTUYHHMX O3HaK (n-rpam, tem). Jam, wi
CTPYKTYpOBaHi JaHi pa3oM i3 penpe3eHTaTHUBHUMHU (parMeHTaMH TEKCTY
TIO/IAI0THCSI JI0 TEHEPATUBHOT MOJIEIT, sSIka BUKOHYE BUCOKOPIBHEBI 3aBJIaHHSI:
abcrpaktuBHe y3aranbHeHHS (TL;DR) Ta rimmboke ceMaHTHUHE BU3HAYCHHS
TOHAIBHOCTI. Takwii TIOpUAHWKN MiIXiJ JO3BOJIAE JOCATTH OalaHCy Mix
00YHCTIOBAIEHOIO €(EKTUBHICTIO, TOYHICTIO Ta TTIHOMHOIO aHATIi3y.

3ampornoHoBaHa ~ METOJOJIOTISt  IPYHTYETBbCS Ha  IIOCIIJIOBHOMY
AQHATITUYHOMY KOHBEEpI, IO MOEAHYE IIBUAKICTh KJIACHYHOI OOpOOKH
nipupotHoi MoBHU (NLP) 3 ceMaHTHYHOIO MTMONHOIO reHepaTHBHUX MOJIETIEH.
Ha nepmomy erami 3aknmanaerscst NLP-dynnament. Ilicns 300py manux
yepe3 o¢iniiinnii Reddit API, Bech TEeKCTOBHH KOHTEHT IIPOXOIHUTH
KOPCTKMH mpouec momepeansoi o0podku. Ileii mpouec Bkiodae
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HopMmamizamito (ycymemns HTML-apredakriB, emona3i, BHpPiBHIOBaHHS
pericTpy), BU3SHAYCHHS MOBH, TOKSHI3aIlIO Ta JIEMAaTHU3AIiI0 7S SMEHIIICHHS
BapiaTUBHOCTI c10BO(OpM. BaskIMBOIO YaCTHHOIO FOTO €TaITy € (iIbTparis
IOIyMiB: 3aCTOCOBYIOTBCSI EBPHUCTHKH Ta INBHAKI Kiacupikatopm mis
BUSBJIICHHS Ta BHUJAJCHHS CIaMy, TyOmiKaTiB Ta HU3BKOIH(OpMaTHBHHX
TIOBIZIOMJICHb.

[Micns oummenHss 0a3a HOPMATI30BaHMX TEKCTIB IPOXOIUTH e€Tal
CTaTUCTUYHOTO aHasi3y /s GopMyBaHHS Tak 3BaHOTO "mpodinmo" TUCKYCIi.
Ha mpoMy Kpomi pO3paxoBYETbCS YAaCTOTHICTh n-rpaM (HampHKIAL,
3paxkeHux 3a TF-IDF), Buninstorbest kimo4oBi Gpasu Ta CyTHOCTI, a TaKOXK
OLIIHIOIOTBCST 0a30BI MOKa3HMKM, TaKl SK JIEKCHYHA PI3HOMaHITHICTH
PesynbpraTom HBOro ()yHIAMEHTY € CTPYKTYpOBaHHH HaOlp AaHUX: KIIIOYOBI
TEMH, CTATHCTHYHI PO3MOAINK Ta "MOKa3oBa KaHBA', IO CKJIANAETHCA 3
HAMOLIPII pemnpe3eHTaTUBHUX (parMeHTiB TekcTy. Lleft cTpykrypoBaHmit
poQiIb € OCHOBOIO JUTS HACTYITHOTO, IHTEPIIPETAIIIfHOTO eTaIy.

OTpumaHi CTPYKTYypOBaHI JaHi BHKOPHUCTOBYIOTHCS U1 (popMyBaHHS
"po3ymHOTO" 3amuTy (MPOMNTY) IO JIOKAIBbHOI BEIMKOi MOBHOI MOJEINI.
3aMicTh TOro, 00 MOAABATH HA BXiJ BECh MacHB CHPOTO TEKCTYy, MOJEIb
OTpUMY€E KOMOIHOBAHHI 3aMHUT, 110 MICTUTH KitouoBi NLP-moka3Huku, Taki
SIK TEMH Y¥ KJIIOYOBI (hpasu, Ta perpe3eHTATHBHI NMPHUKJIAIH OPUTiHAIBHUX
komeHTapiB . [Ipu BupimeHHi 3anaui y3aransHeHHs, LLM, cnupatouncs Ha
HanaHy "noka3oBy KaHBY", reHepye 3mictoBHe pestome (TL;DR), mo
3MEHIIIye pU3UK "ramonuHanin" moxeni . s anamizy tonampHoCTi, LLM
BHUXOJMTH 32 MEXKI MPOCTUX KIACH(]IKATOPiB, HANAIOYH OLIBII TOHKY OLIHKY
eMOIIITHOTO (POHY Ta iIeHTH(]IKYIOUH capKa3M, M0 BaXKKO IS KIACHIHUX
meromiB [1].

Knacnmunmit NLP nagae LLM ¢akxTiaHy ocHOBY, mo '"3a3emuroe" ii
TeHepaTUBHI 3110HOCTI Ta IMiABHUIY€E TOYHICTH y3araibHeHb. BogHouac LLM
30aragye Cyxi CTaTHCTHYHI MJaHI SKICHOIO, JIOJCHKO-YHTA0CIHHOIO
IHTepIpeTaLli€l0, HA/Al0UM KOPHUCTYBayy I'OTOBI aHaNiTHYHI BHCHOBKH Ta
iHcaiitu, a He Jwume rpadikn. KpiMm TOro, mocsraeTbcsi 3HauHA
oOuncaoBaibHA ~ €(EKTHUBHICT, OCKIIBKM OCHOBHA Maca  JaHHX
o0poOnsieTbest  mBHAkMMU NLP-anroputmamm, a pecypcoemna LLM
3aydaeThCcsl JMIIe Ha (iHATBHOMY eTami i iHTephpeTamii  Bxke
MIFOTOBJICHUX JAHUX.
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