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METO/IOJIOTTYHI 3ACA I ABTOMATH3ALII IHTETPALIT
MPOTPAMHOTI'O 3ABE3NIEYEHHSI HA OCHOBI
CEMAHTHYHOI'O AHAJI3Y

IMocranoBka 3amaui. CydacHa IT-iH}pacTpykTypa XapakTepH3yeThCS
TeTEePOreHHICTIO Ta CTPIMKHAM 3pOCTaHHSIM KIIBKOCTI ITPOrPaMHHX CEpPBICIB,
o B3aemofitoTh uepe3 API. Ilporiec ix iHTerpaiii 3aJHIIA€THCA 3HAYHOKO
MIpOIO PYYHHM, TPYIOMICTKHM Ta CXHIJIBHUM JI0 TIOMHJIOK.

KitrouoBor0 Mpo0JeMOI0 € CEeMaHTUYHHN PO3PUB, KOJH OJHAKOBI 3a
3MICTOM CYTHOCTI (Hampukiaj, "ineHTudikaTop KiieHTa"') MaroTh pi3HI
CHHTAaKCHYHI Ha3BH B cuctemax (customerld, client id, user number).
IcHyroui aBTOMAaTH30BaHI MiIXOAW, IO 0a3yIOThCI Ha CHHTaAKCHYHOMY
MTOPIBHAHHI 200 MPOCTHX OHTOJIOTIAX, JEMOHCTPYIOTh HETOCTATHIO TOYHICTH
Ta THYYKIiCTh. lle 3yMOBIIO€ HEOOXIIHICTH PO3POOKH HOBOTO METOIY
AaBTOMATH30BAaHOTO 3iCTaBleHHA (mapping) ememeHTiB APl sxwit Owm
CHMpaBCs HA TIMOO0KE PO3yMiHHA IX CEMaHTUYHOTO 3HAYCHHS.

Mera nocmimkeHHs . MeToro naHoi poboTn € po3poOka Ta TeOpeTHIHE
OOIpYHTYBaHHSI METOJY AaBTOMAaTH30BAaHOTO CEMAHTHYHOTO 3iCTABJICHHS
KOMITOHEHTIB TporpamHux iHtepdeiiciB. Metox Mae O0azyBaTtucs Ha
3aCTOCYBaHHI CydyacHHX MoJjelneil 06pooxu npupoaHoi MoBH (NLP), 30kpema
apxitekTypu Transformer, 1uis ananizy TekcroBux onuciB API Ta crBopenHst
ix BekTopHHX mnpezcraBieHb (embeddings). OcHoBHa 331a4a — JIOBECTH, 1110
3alpONOHOBAHMM IMiAXiJ J03BOJSIE JOCSITTH CYTTEBO BHIIOT TOYHOCTI
3iCTaBJICHHS IMOPIiBHSHO 3 ICHYFOUMMH aHAJIOTaMH.

Pesynpratn nmocmipkeHHA. B paMkax MOCTIKEHHS 3alpoONOHOBAHO
KOMIUIEKCHHI METOJ, 1110 CKJIAJAETHCS 3 TPHOX OCHOBHHUX €TAIliB.

[epmmii etam — 30ip Ta mepenoOpoOka maHuUX. Meton mepemdayae
ABTOMATHYHHUH TAPCHHT CTaHmapTHUX croenudikanii API, Takux sk
OpenAPI (Swagger), ans BuTydeHHsI KJIIOYOBO1 iHpOpMaIlii: Ha3B KiHIIEBUX
To4ok (endpoints), mapaMeTpiB 3amuTiB, MOJIIB Y TiJl 3aUTY/BIAMOBII Ta 1X
TEKCTOBUX OMMMUCIB [1].

Hpyruii eTan — ceMaHTHYHE BeKTOpH3yBaHH:. Ha ripoMy ertarti BriTydeHi
TEKCTOBI ONMHCH KOXXHOTO enemeHTa API momaroThest Ha BXiJ MOTIEPETHBO
HaBueHOi MoBHOI Mojenm (Hampukian, BERT a6o RoBERTa) [2]. Monenb
MIepETBOPIOE TEKCT y OaraToBUMipHHUH uncioBuii Bekrop (embedding), sikuii
KOJly€ CEeMaHTH4HE 3HAUCHHS ONHUCY B KOHTEKCTI. Lle € KIrouoBUM KpoKoM,
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o0 [O3BOJSIE TIEPEHTH Bil CHHTAKCHYHOTO TIIOPIBHSHHS PSIOKIB 0
TTOPIBHAHHS 3MICTY.

Tperiit eTam — 3icTaBieHHS HAa OCHOBI moAiOHOCTI. IS 3HAXOMKEHHS
BiINOBITHOCTEH MiX eneMeHTaMu IBOX pisHUX API o0uucmoeThes MeTpuKa
MOMIOHOCTI MK iX BEKTOPDHHMH MpEICTABICHHAMH, HalJacTime —
kocuHycHa moniOHicTe [3]. Ilapm emeMeHTiB 3 HaWBUIIUM MOKAa3HHKOM
Moai0HOCTI BBAXkKAIOTHCI CEMaHTUYHHUMHU BiANOBIIHUKAMHU.

3rifHO 3 aHa’i30M CYYacHUX JOCHIPKCHb, METOJM Ha OCHOBI
Transformer-momeneii  memonctpytoth TounicTh (Fl-score) y 3amauax
CEMaHTHYHOTI'O 3iCTaBleHHS B aiama3oHi 85-94%. lle sBasie co00r0 3HAUHE
MOKPAIICHHS TOPIBHAHO 3 TPAAUIIHHIMUA CHHTAKCUYHUMHU MiAX0IaMU
(HampuKIaz, Ha OCHOBI BifcTaHi JleBeHiuTeitHa abo n-rpam), eeKTUBHICTD
SIKKUX 3a3Bu4ail He nepesuirye 50-70% [4].

TakuM 4YHMHOM, 3alpPOMOHOBAHMU METOJ| [O3BOJIIE HE MPOCTO
MTOKPAIINTH, a KapAWHAIBHO MiIBUIIATH SKICTh aBTOMAaTHYHOI iHTErparii,
3HWKYIOUM KUTBKICTh TMOMWJIOK, I[I0 BHUHHKAIOTh 4Y€Pe3 CEMaHTHYHY
HEOHO3HAYHICTb.

BUCHOBKM Ta TEPCHEKTHBU. 3ampoOIOHOBAHUI METOA CTBOPIOE
TEOPETHYHY OCHOBY JUIs PO3POOKH HOBOTO MOKOJIHHS IHTEIEKTyalbHHX
cuctem imrerpanii I13. Moro romoBHa mepeBara mojsrac y 3JaTHOCTI
po3yMiTH GYHKIIIOHATBHE PU3HAUCHHsI eieMeHTiB API, a He e iX Ha3BH.
Ile no3BOJsIE 3HAYHO MPHUCKOPHUTH IPOIEC PO3POOKH, 3HM3UTH KUIBKICTh
ITOMMJIOK Ta 3MEHIIIUTH BUMOTH JI0 KBasi(ikallii iHTerpaTopis.

[omanpmm IOCHiKEHHAS MOXXYTh OYTH CIPSMOBaHI Ha NPAKTHYHY
peaizaiio METOAY Y BUIJISI MPOTPaMHOrO MPOTOTHUITY, HOTO TECTYBAHHS
Ha MUPOKOMY Habopi peanbHux API Ta po3uIMpeHHs AJst aHANI3Y HE JIUIIe
TEKCTOBHX OIHCIB, a ¥ MPUKIANIB KOAY 3 JOKYMEHTAIil IS 301IbIICHHS
YCHIITHUX BapiaHTIB 3icTaBiIeHHs endpoints IPH iHTETpaIlii.
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