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TMOPIBHSUIbHUI AHAJII3 APXITEKTYP I''TMBOKOI'O
HABYAHHSA JJI51 TIPOTHO3YBAHHSA ®IHAHCOBHUX
YACOBHUX PsIB

I'mnboxe HaBYAaHHSA IS MIPOTHO3YBaHHS (PiHAHCOBHUX YaCOBUX PSIIiB
CTa€ MPIOPUTETHOIO TEXHOJIOTIEI0 CydacHOi (hiHAHCOBOI aHATITUKH, OCKUTBKH
3a0e3nedye TPUHIMIIOBO HOBUH pPIiBEHP TOYHOCTI MpPH MOJEITIOBaHHI
OUHAMIKH IIiH Ta TOOYyHOBi iHBeCTHIIHHWMX cTpaTerii. Ha BigmiHy Bin
KJIACUYHMX CTATHUCTHYHMX MifgxoziB, Takux sk ARIMA uum GARCH, ski
3MaTHI MOJICTIOBATH JIMIIE JIHIHHI B3a€MO3B'A3KHM, HEHPOHHI Mepexi
rIMOOKOr0  HaBYaHHSA  JAlOTh  3MOTY  3HaXOIUTH W e(eKTHBHO
BUKOPHCTOBYBATH CKJIaJ{HI HEPIBHOMIpPHI Ta NPUXOBaHi MAaTEPHH Y BEIUKUX
oOcsirax pUHKOBHX JTaHUX. 3aBJISKH MMOTYKHUM OOYHCITIOBAIEHIM pecypcam
Ta PO3BUTKY MareMaTW4HUX OcHOB, apxitektypu LSTM, GRU rta
Transformer cranu 3070THM CTaHAAPTOM Ui (JiHAHCOBOTO NTPOTHO3YBAHHS
— SK JUI1 KOPOTKOCTPOKOBOTO, TaK 1 VIl CEPEAHBOCTPOKOBOTO TOPU3OHTY
aHami3zy.

Pexypentri monemni, 3okpema LSTM ta GRU, mpomeMoHcTpyBamu
BUCOKY 3[aTHICTh J0 HaBYaHHSA Ha JIOBIMX YaCOBUX ITOCIIIOBHOCTSX, IO
JIO3BOJISIE BIIOBIIIOBATH SIK OCHOBHI PUHKOBI TPEH/IH, TaK i KOPOTKOTEPMIiHOBI
KOJIMBAaHHS 13 30€pexeHHsIM 3aJieKHOCTel Ha BiJAJEHHX KpOKax.
Moudikariiii Ha OCHOBI MEXaHIi3MIB yBaru, sSiKi akTHBHO BUKOPHUCTOBYIOThCS
y Transformer Ta Temporal Fusion Transformer, gaiooTh 3Mory mijacuinTu
POJIb KOHTEKCTHHX O3HAK Ta BPAXOBYBATH BILIMB J0JATKOBUX (aKTOPIB, IO
0co0NMMBO BaXJIMBO y OaraTodakTopHOMY (HiHAHCOBOMY HPOTHO3YBaHHI.
BxitoueHHsT MexaHi3My YBaru J03BOJISIE BHAULITH HaWOUIbII 3HAuymii
nepioan abo IHANKATOPH, IO MiIBHIIYE TOYHICTH MOJICITIOBAHHS Ta CIIPOIIYE
IHTEepIpETAaLiio Pe3yIbTaTiB HABITh IPU CYTTEBIN BOJATHIHHOCTI PHHKY.

VY 1poMy MOCTIJDKEHHI Ui MPOTHO3yBaHHs LiH akuii Apple Inc.
(AAPL) 3a ceprienb-BepeceHb 2023 poky Oy moOyaoBaHi Ta ONTUMI30BaHi
mogeni LSTM, GRU Tta Transformer 3 ypaxyBaHHAM aKTyaJIbHHX
rinepnapamerpiB. Mozemni MpoXoAniIn HaBYAHHS Ha ICTOPHYHHUX TaHHX, a
AKICTh IPOTHO3IB OLliHIOBaNAacs 3a cTangapTHIMH MeTpukamu MAE, RMSE
Ta xoedirieaToM netepMinarii R? Byno BcTaHoBieHO, 10 TpaHChOpMEpHA
apxiTtektypa mocsria Haikpamux pe3ynsTariB (MAE = 0.80, RMSE = 0.94,
R? = 0.88), mo BKa3zye Ha BHCOKY 3[aTHICTh i€l Mepexi HpPaBUIBHO
IHTepIpeTyBaTH IMHAMIKY akKIif B yMOBaX MiJBUIIECHOI HEBU3HAYEHOCTI.
LSTM mnoka3zaB Takox JOCTaTHBO BHCOKY TOUHICTH (MAE = 1.38, RMSE =
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1.62, R? = 0.64), ane noctynuBcs Transformer mpu poOOTi 3 KOPOTKUMHU
iHTepBaJIaMH TIPOTHO3Y, IO € THUIIOBHM JJIS PUHKIB i3 MIBHAKOI 3MiHOIO
tperaiB. GRU 3abe3neunB 6a30By skictb mporHo3yBaHHI (MAE = 2.27,
RMSE = 2.54, R* = 0.12), mjo Ha TpPaKTUI[l KOMIICHCYETHCS MEHIIOO
CKJIATHICTIO Ta IIBUKICTIO pOOOTH 3 BETHKUM 00CSATOM JaHuX. AHCaMOIieBa
MOJenb, siKa 00'€eqHye pe3yinbTaTH MEKIIbKOX apXiTeKTyp, y MiICYMKY
nemoHcTpye sikicth (MAE = 1.00, RMSE = 1.20, R? = 0.81), maiike He
nocrynatounuck Transformer, mo cBiguuTh NpPo €)EKTHBHICTH TiOPHIHOTO
IX0/y JI0 pO3B's3aHHs 33124 (JiHAHCOBOI'O IIPOTHO3YBaHHSI.

PesynbraTu aHaizy miATBEpAXKYIOTh, IO Cy4acHi METOU INIHOOKOTO
HaBYaHHS, 30KpeMa apXIiTeKTypH 3 MeXaHi3MOM YyBaru, 3a0e3leuyloTh
CYTTEBE 3POCTaHHS TOYHOCTI NPOTHO3YBAHHS Y MOPIBHSHHI 3 KIaCHYHUMH
HeWpoMepe)kaMi Ta CTaTUCTHYHUMH MoJensMH. IIpakThdHa LiHHICTH
MiAXOMy TIOJIATa€ B MOXKIMBOCTI AMHAMIYHOTO BHOOPY apXiTEKTypH B
3aJICKHOCTI  Bi TOPH30HTY WPOTHO3Y, pPHU3HUKOBOCTI (DiHAHCOBOTO
IHCTpYMEHTY Ta HasSBHOCTI Oarato)akTOpHMX BIUIMBIB, IO OCOOJIMBO
Ba)KJIMBO JUISl aBTOMATH30BaHNX CHCTEM NPUHHATTS IHBECTHLIHHNUX PILICHb.
[omanpmr poGOTH y Wil Taxy3i MalOTh OYTH CIIPSIMOBaHI HA BIOCKOHAICHHS
inTerpauii deep learning i3 KJIaCMYHMMH IHCTPYMEHTaMH E€KOHOMIYHOTO
aHaizy, 10 JO3BOJUTH MiABHMIIATH CTIHKICTH CUCTEM O 3MiH PHUHKOBOI
KOH'IOHKTYpH Ta HiJBUILUTH PiBEHb aBTOMATHU3allii KepyBaHHs MOPTHEIIMH
AKTHBIB.
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