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BUKOPHUCTAHHSA BI-LSTM MOJIEJII 3 MEXAHI3MOM
YBATHU JUIsSI ABTOMATHYHOI'O TETYBAHHSA TEKCTY

Jnst moOynoBHM CHCTEMH aBTOMAaTHYHOTO TETYBAaHHS TEKCTY, HaM
NOTpiOHO MOOYyBaTH PEKYPEHTHY HEHPOHHY MEpeKy, TOJIOBHA BiIMIHHICTb
KO — HasBHICTh «IaM’sTi», MO (OPMYeETbCS dYepe3 MOoAady BHUXOIY
MOTIEPETHHOT0 KPOKY Yacy SIK BXOJY Y HACTYIHUIT KPOK.

3BHYaliHI pEeKYpEeHTHI HEHPOHHI MepeXi MaloTh MpoOIeMy 3HUKHEHHS
IPaji€HTy, MO 3aBa)kae IM BHUBYATU JOBrOTPHBAJI 3B’SI3KM MDK CIIOBaMU.
Hatomicts, Long short-term memory (LSTM), omHa i3 pi3HOBHIIB
PEKYypEHTHUX MEpexk, Mae CTPYKTypy Komipok mam’siti [1]. Ls ctpykrypa
MiAXOANTH ISl 3aBlaHb, JI€ PE3YyNbTaT 3aJICKUTh Bifl aHAN3y CEMaHTHUKH
BCBOTO TEKCTy. APXITEKTypa Takoi MOZENI MOYNHAETHCS 3 MIApy BKIAJCHB,
1110 ITOJJA€ CJIOBA SIK YMCIIOBI BEKTOPH. Y IIBOMY BEKTOPHOMY IIPOCTOPI CIIOBa
31 CXOXHMMH 3HA4E€HHSAMH pO3TalloBaHi OMIDKYe OxHE 1O omHoro. Mu
MOXKEMO CKOPHCTATHCS BXK€ HABYCHOKO MOJEIUIIO BKJIAJCHb, JAI0UU 3MOTY
MOJIeJIl y3arajibHIOBaTH CHHOHIMH HaBiTh SIKIIO AAaHUX JUIs TPEHYBaHHS
Hebararo.

Snpom Takoi apxirektypu € LSTM komipka, 110 Kepye IIOTOKOM
iHdopMarii 3a JONOMOror TPhbOX MEXaHi3MiB: BXiJHHH BEHTHUIIb, BEHTHJIb
3a0yTTsl Ta BHXiIHMH BEeHTHJb. L[i BEeHTHJII BHKOPHCTOBYIOTH CHIMOIIHI
¢yHKIIi akTHBamii A BUOadi 3HaYCHB BiJ HyJs Mo oguHwmi [1]. BeHTnnb
3a0yTTs BUpINIYE, sika iH(pOpMAIIis 3 TOMEPETHHOTO CTaHy KOMIipKH OijbIe
HE € aKTyaJbHOIO Ta Ma€ OyTH BiIKMHYyTa. BXiqHNI BEHTHIIb BU3HAUaE, KA
HOBa iH(OpMaIlis € JOCTATHHO 3HAYYIIOIO JUIsSl OHOBJIEHHS CTaHy KOMIPKH, a
BUXIIHUH BEHTWIb KOHTPONIIOE, sKa IHQOpMAIis TMepenaeTscs M0
HACTYITHOT'O [TPUXOBAHOTO CTaHy.

IpoTe niHiliHa 00pOOKA TEKCTY «3/1iBa HAMIPABO» HE € HANKPAIIOO IS
3aBHaHb Kiacudikarii, e BeChb TOKYMEHT JOCTYIIHUHA OJHOYAacHO. Y
CKJIaJIHUX TEKCTax IIPOIIEeC BU3HAUSHHS 3HAYEHHSI CJIOBA YaCTO 3aJI€XKUTh Bil
KOHTEKCTY HAaBKOJIO HOTO. TOMY Kpalioro apXiTeKTyporo IS TaHO1 3a/1a4i €
neoHanpsmiieHa LSTM (Bi-LSTM). Bona mepenbauae TpeHyBaHHS JIBOX
okpemux mapiB LSTM: npsimoro ta 3BopotrHoro LSTM, siki 06po0isitoTh
MIOCTITOBHICTB BiJI MOYATKY /IO KiHIIA ¥ BiJ KiHIIA JO TOYATKy BixmosinHo. Ha
KO>)KHOMY KOHKPETHOMY YaCOBOMY KpOIIi IIPUXOBaHi CTaHU IIMX JIBOX HIApiB
o0'enuytorecsi. Lle rapaHTye, 1m0 KiHIEBE NPEJICTABICHHS CJIOBa MICTHUThH
MTOBHUIN KOHTEKCT IO Ta MicJst HhoTO [2].
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HesBaxaroun Ha edekruBHicTh Bi-LSTM, ii crammapTHa apxitekTypa
Mae OOMEXeHHS, BimoMme 5K iHpopmamiliHe By3bke Micme (information
bottleneck). Mepexka cTHCKae CEMaHTHYHHI BMICT YChOTO JOKYMEHTa B
KiHIIEBHH BEKTOp NPUXOBAHMX CTaHIB, 1[0 MPU3BOAUTE O BTPATH JACTAJICH.
{06 BupimmuTH 110 IpoOIEeMy, MOKHA JIOJaTH MeXaHi3M yBaru. Llei mrap
JI03BOJISIE MOJIEINI OpaTH 10 YBard yci oNepeaHi IPUXOBaHi CTaHH, a He JTUIIe
KIiHIEBHH. MexXaHi3M Mpalfoe NUITXOM OOYHMCICHHS OLIHKH JJIsI KOKHOTO
YacoOBOTO KpPOKY, SKI HOTIM HOPMaJi3yIOThCS JJIsl OTPUMAHHS BaroBHX
koedimientie yparu [1]. Lle mo3Boyise Mojeni NPUCBOIOBATH BUCOKY
3HAYYLIICTh HAWOUIBII PEJICBAaHTHUM CIIOBaM, NMPAKTUYHO iIrHOPYIOYH CTOII-
cnosa. Lle ycyBae npoOsieMy By3bKOTO MiCIsl Ta CHPOIILYE JOCTYII JI0

OCKiNbKM TEryBaHHS TEKCTY € 3aBJaHHSAM Kiacudikauii 3 KiJbkoma
MITKaMH, Ji¢ TOKyMEHT MOXE HAJIe)KATH JO KUTBKOX He B3a€MOBHKIIOYHUX
KaTeropii, cranaapTHa softmax (yHKIIiSI aKTHBAIIT € HEJOPEUHO. 3aMiCTh
Hel Kpallle BUKOPHCTaTH CHTMOiNHYy (YHKIIif0 akTuBalii. Bora oOuucmioe
KiHIICBI 3HAYCHHsS HE3AJISKHO I KOXKHOTO Kilacy Bif HyJS JO OAWHHII.
[ToTiM 3acTOCOBYETHCS MOPIT KMOBIPHOCTI /1711 BU3HAUCHHS IPHHAJICKHOCTI
KJ1acy 10 AokymeHTa. 11l00 3MEHIINTH PH3MK IEPEHABYAHHS aJITOPUTM
MOBUHEH BUKOPHCTOBYBaTH Inapu dropout Juisi BUMAAKOBOTO BUMKHEHHS
HEWpOHIB TMiJ 4Yac HaBYaHHs], 3amodiraroyM KoajamTaumii, Ta batch
HOpMAITi3aIlifo JUisg cTaOumi3amii po3moauly BXIMHHUX JaHHX. [Iporec
HaBYaHHS TOBMHEH KepyBaTHCs ontumizatopoMm adam s edexTHBHOT
KOHBEpPIeHIlil, BHKOPHCTOBYIOUM OIHApHY IIEPEXpPECHY EHTPOMII0 SK
(bYHKLIO BTpAT JUTs HAJICKHOTO TIOKAPAHHS 33 TIOMHUJIKH.

BukopucTaHHs OMMCaHOro MiIXoy 3abe3neuye CTBOPSHHs e(heKTUBHOT
CHCTEMH aBTOMAaTHYHOTO TETYBaHHsS TEKCTY, LIO CIIUPAEThCSA HE JIUIIEC Ha
YaCTOTHICTh TEPMiHiB, a i Ha IXHE KOHTEKCTyaJbHEe 3HAYCHHSL.
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