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ABCTPAKTHA MATEMATHYHA MOJEJIb AJIs1 IOBY1OBH
PEAKTUBHUX CUCTEM

[Iporpamui cucrtemu, mo (GYHKIIOHYIOTH HA OCHOBI aBTOMAaTHYHOTO
TNONIMPEHHS 3MiH, HA3MBAKOTh PEAKTMBHUMU. IX CYTh TOJATae B TOMY, IO
3MiHa CTaHy OJHOTO €JeMEHTa aBTOMAaTHYHO iHIMiI0€ Kackaa 3MiH y BCiX
MOB’SI3aHUX KOMIOHEHTax. Takuil MiaXiZ M03BOJSE YHUKHYTH SIBHOTO
KEpYBaHHS 3aJI€KHOCTSIMH MK OKPEMHMH YaCTHHAMH CHCTEMH Ta iCTOTHO
crpourye JIOTiKy 11 pyHKIiOHyBaHHS.

PeakTHBHICTH Ma€ HalpaBlIeHUI XapaKkTep, OCKUIbKY MepeaaBaHHs 3MiH
BiZI0OYBaETHCS BiZl MPUUMHHM 10 HACHiAKy. ToMy B sikocTi abcTpakTHOT MoJedi
HaifuacTillle BHKOPHCTOBYEThCS HampaBieHuil anukiaiuauii rpad (DAG).
Bepmman  Takoro rpada  BIONOBIHAIOTH  CTaHaM, TOHIAM  abo
00YnCITIOBaIbHAM BY3JlaM, a pedpa — NPUIMHHO-HACIIAKOBUM 3B’S3KaM
MiDX HUMH. BifCyTHICTh IUKIIB y CTPYKTypi 3abe3rnedye OTHO3HAYHICTh
MOPSAKY 00pOoOKH 3MiH Ta 3am00irae HeCKiIHYeHHUM iTepaIlisiM OHOBJICHHSI.

OnHak, sk migkpecioeTsest y gocnimkenni «Sheaf Theory: From Deep
Geometry to Deep Learning» (2025), npocti HampasiieHi rpadoBi CTPYKTYpH
oOMeeHi JiIBoMa piBHSAMHU 4acTKOBOI'O BIOpPsIKyBaHHs (posetal order) Ta,
TaKUM YHHOM, HE 3/IaTHI NOBHOIO MipOIO BiI0Opa3UTH CKIIa/IHI OaratopiBHEBI
BIJITHOCHHH, I1I0 BUHUKAIOTh y PEAIbHUX JUHAMIYHMX cucTeMax [1]. Y takux
CTPYKTYpax MPaKkTHYHO BIJIICYTHI MEXaHI3MH JUIsl OMKHCY KOHTEKCTyaJbHUX,
ACHMHXPOHHUX Ta B3a€EMO3AJISKHHUX MPOLECIB, SKI € XapaKTepHUMH JJIs
CYYacCHHX PO3MOIIICHNX Ta PEAKTHBHUX CEPEIOBHIIL.

dopmanpHO KJIaCHYHA peaKTUBHA MOJENs Ha ocHOBI DAG omucyetbes
SIK

G =(V,E), ECV XV,

ne V — MHOXuWHA craHiB (By31iB), a £ — MHOXWMHA HampaBICHHUX
3ajexxHocTe MiX HuMH [2]. YV Takux Tpadax MOMYCKAIOTHCS JIHIIE
BIIHOCHHH THITY «HIDKYE — BHILE», IO 3YMOBIIIOE OOMEXKEHUN XapakTep
YaCTKOBOTO BIIOPSIIKYBAHHS Ta 3HIKYE 3[aTHICTH MOJENI MpPEICTABISTH
CKIIaJHI 0araToBUMIipHI B3a€MO3B’I3KH.

IMpu nomMpeHHi 3MiHK Bil By3J1a Vi JI0 3aJIeKHOTO By3J1a vj, 1e (vi, vj) €
E, HOBMIi cTaH (OPMYETHCSI HA OCHOBI JIOKIBHUX JIAHUX Ta MONEPEIHHOTO
CTaHy jpKepena. Y 3aralbHOMY BHIVISAIL 1€ MOXe OyTH IO0JIaHoO SIK

S(Uj) = F(UJ,S(UL))
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Ilpore Taka Monenb HE BPaxOBYe KOHTEKCTY BHUKOHAHHS, YacOBHX
XapaKTepUCTHK, pPIiBHA AaKTUBHOCTI BYy3Ja Ta IHIIUX IapaMmeTpiB, sKi
BIUTMBAIOTH HA PEalbHy MOBEIIHKY CHCTEMH.

Jlns momonaHHS 3a3HaYeHHX OOMEKEeHb KOXKHOMY BY3l1y v € V Moxe
OyTH ITOCTaBJICHUH Y BiAMOBIIHICTH JOKAIBHUN OOYNCITIOBAIFHUN TIPOCTIp:

L) ={S(),C(»)},

ne S(v) — nokanbHUiA cTaH By3na, a C(V) — CyKymHICTh KOHTEKCTHHX
napaMeTpiB (JIOKalbHa €roxa, Bepcis, YMOBH BHKOHaHHs, IIPIOpHTET,
aKTHBHICTB TOmO) [3]. YV TakoMy BHIIaAKy MOLIMPEHHS 3MiH BHU3HAYAE€ThHCS
HE JIMIIEe CTPYKTYporo rpada, a i B3aEMOJIEI0 JIOKAJbHUX MPOCTOPIB, IO
JIO3BOJISIE PO3TIIIATH OaraTopiBHEBI Ta KOHTEKCTHO-3aJIC)KHI BiTHOIIICHHS.

3anponoHeHN MiIXi BIJKPHBAaE€ MOMIIMBICTH MOJCIIOBAHHS OUTBII
CKJIATHHX PEaKTHBHUX CHUCTEM, 30KpeMa:

- CHCTEeM 3 aCHHXPOHHHMH OJisIMU;

- 0araTOKOHTEKCTHHUX CEPEIOBHILL;

- CHCTEM i3 TMHaMIYHOIO 3MIHOK CTPYKTYPH 3B’SI3KIB;

- PO3MOAUICHUX OOYHMCIIOBAILHUX MPOIECIB [4].

BukopucraHHsi ~ JIOKaJbHUX  KOHTEKCTIB  JIO3BOJISIE  YHHKHYTH
HEOOXITHOCTI TJ100aNbHOI CHHXPOHI3alil Ta MiABHILYE MaciTaboBaHICTh
MOJIeNI 32 paxyHOK 13011 00UMCITIOBAIbHUX TPOLECIB Y MEKaX OKPEMHX
BY3JIiB 1 miarpadis.

TakuM dHHOM, Cy4acHI TpPOTpaMHiI CHCTEMH, SKi pealli3yroTh
PCaKTHBHICTh, CIUPAIOYUCh BHUKIOYHO HAa MOJENIb  HAMPABJICHOTO
alUKIIYHOTO Tpada, € OOMEKEHHMH Y CBOIl 3JaTHOCTI aJeKBaTHO
Bi0OpakaTh CKJIAIHI MPUIMHHO-TOTIOJIOTIYHI B3a€MO3B’sI3KH. Po3mmpeHHs
KJIaCMYHOI ~ MOJeNi  [UIIXOM  BBEACHHSA  IOHATTS  JIOKAJIBHOI'O
00YHCITIOBAIBHOTO MPOCTOPY CTBOPIOE MEPEIYMOBH Ul MOOYIOBH OiIbII
THYYKHUX, aalTHBHUX Ta GOpMaIbHO OOIPYHTOBAaHUX PEAKTUBHUX CHCTEM.
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